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Abstract

This paper studies whether a minimum wage changes how labour markets respond

to economic shocks. Using data from South Africa, we show that an agricultural

minimumwage leads to higher mean wages with no significant impacts on mean em-

ployment. However, these positive aggregate outcomes hide important heterogeneity:

the imposition of theminimumwage leads to substantial declines in employment – es-

pecially overall hours – in the sector in the wake of negative weather-related economic

shocks, which typically exert downward pressure on wages. The increased variance

of employment across years in the post-law period suggests caution in interpreting

the overall welfare impacts of minimum wage laws.
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1 Introduction

Minimum wage policies are highly politically contentious. Yet, while neoclassical eco-

nomic theory predicts that raising wages should cause involuntary unemployment, the

majority of studies from the US and other industrialised countries have found only small

or non-existent disemployment effects (see reviews in Neumark et al., 2014; Card and

Krueger, 2016). In addition, these results may not be expected to generalise to emerging

economies, where instituted wage increases tend to be larger and affect more workers

and where labour market characteristics and policy enforcement may be very different

(Neumark et al., 2007; Lemos, 2009). However, in the research to date in developing

countries, most studies also seem to find at most modest adverse effects on overall em-

ployment, though effects may be larger for more vulnerable groups, including the youth

and low-skilled (see reviews in Betcherman, 2015; Broecke et al., 2017).

Surprisingly absent from the minimum wage literature has been any examination of

how employment effects may differ over time depending on economic conditions. Even if

aminimumwage has a limited impact on overall or group employment, it could affect how

labour markets respond to economic shocks. By making the wage bill less affordable for

employers and/or reducing the flexibility of employers to adjustwages to shocks (Franklin

and Labonne, 2019), the minimum wage could increase the elasticity of employment to

negative shocks, with substantial welfare implications.

In developing countries, where typically a large share of the labour force works in

agriculture, weather shocks can translate into important economic shocks. With climate

change increasing the frequency of these shocks, there has been growing attention to their

impacts on labour markets (e.g. Jayachandran, 2006; Jessoe et al., 2018). In this paper, we

bring minimum wages and economic shocks together to explore how the introduction

of an agriculture minimum wage law in South Africa affects how labour markets adjust

to weather-driven economic shocks, leading to important, previously undocumented,
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heterogeneity.

Agriculture accounts for a substantial share of employment of low-skilled workers in

South Africa, notwithstanding a trend towards commercialisation and mechanisation,

which caused over one million agricultural jobs to be shed in the three decades between

1980 and 2010 (Liebenberg and Johann, 2013). Agricultural employment is also highly

variable due to currency and, in particular, weather fluctuations (BFAP, 2016). There is

anecdotal and descriptive evidence of droughts causing massive destruction in the agri-

cultural economy (Vogel and Drummond, 1993; BFAP, 2016), even though no studies to

date have attempted to examine causal economic effects of the interaction between mini-

mum wages and these shocks. With climate change becoming an increasingly worrying

part of everyday life, weather shocks may play even larger role in the future.

In 2003, the South African government implemented a national agricultural minimum

wage. This was set at the 70
th
percentile of the prevailing wage distribution, leading to a

substantial increase in the median wage. In the single published national study, Bhorat

et al. (2014) find evidence of a positive effect of the law on the income of agricultural

workers but a negative effect on their employment (with no significant effect on hours

worked). However, a few smaller-scale studies papers surveying farm owners and/or

workers in regional agricultural sub-industries found more modest or no disemployment

effects (Conradie, 2003; Murray and Van Walbeek, 2007; Naidoo, 2019).

While our main focus is on the impacts of the interaction between the law and economic

shocks, we first reanalyse themain effects of the law, improving thematching ofminimum

wage levels to district boundaries. Using large, nationally representative labour surveys

from September 2001 to September 2007, our empirical strategy involves changes over

time across district councils that are differentially affected by the new minimum wage

law. Specifically, we create a variable that measures the difference between the new

minimum wage law and prevailing agricultural wages in a given district council, similar

to much previous work on minimum wages (e.g. Lee, 1999; Dinkelman and Ranchhod,
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2012; Engbom and Moser, 2022). We focus on men due to another minimum wage law

enacted at a similar time that predominantly affected women.

The minimum wage was announced in December of 2002 and took effect just months

later, leaving little time for employers and employees to react in advance of the change.

Guided by a simple model of labour allocation, we first show that the minimumwage had

large effects on prevailing agricultural wages in South Africa. A one-standard-deviation

increase in thewage gap is correlatedwith an increase in the prevailing (agricultural)wage

of around 9 percent following implementation of theminimumwage law. Importantly, we

find no disemployment effects in the agricultural sector; in fact, while overall employment

does not respond to the wage gap measure, hours per month in agriculture actually

increase.

We present additional evidence that this wage gap variable does not predict changes

prior to the implementation of the minimumwage. We also demonstrate that the impacts

of the law on employment and agricultural wages are immediate and are constant across

the four years following implementation. In other words, if trends or confounders are

responsible for the effects, it would have to be the case that they acted immediately upon

implementation of the law and then not again for the remainder of our sample period.

Our main focus is how the agricultural minimum wage law affects the ability of the

labour market to adjust following shocks. We show that average effects on wages and em-

ployment can hide important changes related to agricultural productivity levels, proxied

by rainfall. Following Jayachandran (2006), we define a productivity shock variable based

on historical rainfall patterns. We then show that the effect of the minimum wage differs

substantially (and significantly) depending on agricultural productivity levels. Specifi-

cally, during normal years, we see an increase in hours worked and wages for those who

are employed in agricultural wage employment. However, we see a noticeable relative

reduction in agricultural hours during bad years and a symmetric increase during good

years. This increase in the variance carries over to the entire population of male adults.
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Carrying out further tests, it does not appear thatmen in SouthAfrica are able to cushion

the disemployment effects of negative post-law shocks by moving into non-agricultural

employment. Total employment hours decrease by more than 14 hours per month for

men – relative to prior to the minimum wage – during negative shocks and increase by

approximately the samemagnitude during positive shocks. These effects are only slightly

attenuated relative to focusing on only agricultural employment.

We contribute to the literature on the effects of minimumwages in developing countries

(e.g. Neumark et al., 2006; Gindling and Terrell, 2007; Dinkelman and Ranchhod, 2012;

Engbom and Moser, 2022). Minimum wages are often considered an important welfare

policy (Eyraud and Saget, 2008), but particularly so in developing countries where there

are there large numbers of low-skilled workers operating in relatively poor conditions.

However, we show that in our setting there is an unexplored trade-off of higher wages

for some against larger variation in employment. Increased variance can lead to reduced

welfare as the poor may struggle to smooth their consumption, particularly in weakly-

diversified, weather-dependent economies (Jalan and Ravallion, 1999). Indeed, available

evidence from South Africa suggests that rural households may struggle to insure against

risks, particularly when others in their communities simultaneously experience the same

shocks (Carter and Maluccio, 2003). Our results therefore suggest caution in interpreting

average effects of minimum wages in such settings.

We also contribute to the literature on labour market responses to weather-related

economic shocks (Townsend, 1994; Jayachandran, 2006; Henderson et al., 2017; Jessoe

et al., 2018; Kaur, 2019). A subset of this research explores the interaction between these

shocks and labour market policies (Adhvaryu et al., 2013; Chaurey, 2015; Santangelo,

2019; Colmer, 2021). None of these papers has focused on the influence of minimumwage

legislation on the effects of these economic shocks. However, our findings accord with ev-

idence in Chaurey (2015) that stronger labour market restrictions (in that paper, related to

firing costs) may cause firms to hire more casual labour in response to temporary shocks.

5



In the wider literature, Kaur (2019) finds that nominal wage rigidities can prevent labour

markets from clearing after economic shocks, leading to disemployment effects. We show

that this result is also found where the wage rigidities are due to legislation.

2 A simple model of labour allocation

In this section, we present a simple model of labour allocation in agriculture. Most of

the model comes directly from Jayachandran (2006), with a few changes. Most notably,

we abstract away from financial markets, without loss of generality with respect to our

main result, and discuss the addition of a minimum wage. In an agricultural economy,

there are # agents, each of whom has time endowment ℎ̄ (which does not vary across

agents). Agents derive utility from leisure, ;8 , and consumption, 28C , across two time

periods, C = {1, 2}.

In the first period, agents allocate time between leisure and labour, ℎ8 , while in the

second period income is exogenous, leading to no labour/leisure choice, so we suppress

subscripts for these variables.1 We assume Stone-Geary preferences over consumption

and leisure:

D(28C , ;8) = log(28C − c) +
1 − 


log ;8 , (1)

where  ∈ (0, 1). We assume utility is additive and separable across the two periods, with

a discount factor of 1. We also assume that agents can save income from period one to

consume in period two, but they do not receive interest and they are not able to borrow.

Agents are also endowed with land, :8 , with

∑
8 :8 =  . Agents can hire in labour to

1Since leisure in the second period enters as a constant, we also suppress second-period leisure to make

presentation clearer.
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work on their land and agricultural production follows a Cobb-Douglas technology,

5 (38 , :8) = �3
�
8
:

1−�
8

, (2)

where 38 is the amount of labour applied to land, :8 , and � ∈ (0, 1). � is a stochastic

productivity shock which takes on two possible values, �! and �� , each with probability

0.5 and �� > �!.

Putting these together, the agent’s problem is

max

28C ,;8 ,38
log(281 − c) +

1 − 


log ;8 + 1 log(282 − c) (3)

subject to

282 = �3
�
8
:

1−�
8
− 38 + F(ℎ̄ − ;8) − 281 + H8 , (4)

where Equation 4 imposes that the agent spend all remaining money in period 2.

All landholders maximise on-farm profits by setting the returns to hiring equal to the

wage rate:

% 5

%38
= ��

(
:8

38

)
1−�

= F. (5)

Rearranging, we can write optimal labour demand as

3∗8 = :8

(
��

F

) 1

1−�
. (6)

As Jayachandran (2006) shows, optimal labour supply equals

ℎ∗8 =
1 − 
1 + 1

[
(1 − 1)

1 −  ℎ̄ −
H − 2c

F
−

1 − �
F

(
��

F�

) 1

1−�

:8

]
. (7)
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2.1 Imposing a minimum wage

The wage rate is determined endogenously, with the equilibrium wage being the wage,

F∗, that equalises labour demand and labour supply:

#∑
8=1

ℎ∗8 (F
∗) =

#∑
8=1

3∗8 (F
∗). (8)

The equilibrium wage, F∗, is increasing in agricultural productivity, or F∗(��) > F∗(�!).

Consider the imposition of a minimum wage, w, which acts as a wage floor and prevents

F∗ from falling below w.

For simplicity, assume that F∗(��) > w.2 In this case, the imposition of the wage

floor has no effect on equilibrium values 3∗
8
(��) and ℎ∗

8
(��). Now consider negative

productivity shocks, where F∗(�!) < w. In this case, the minimum wage will prevent

the equilibrium wage from falling to equalise labour demand and labour supply, leading

to a labour surplus. Moreover, the size of this new labour surplus is increasing in the

difference between the minimum wage and the optimal equilibrium wage, since

%3∗
8

%F < 0

and

%ℎ∗
8

%F > 0. However, we do not observe desired labour supply, but only actual hiring,

which equals 3∗
8
. Nonetheless, the same predictions hold when just looking at 3∗

8
since the

derivative is negative. This is the core prediction we aim to test in this paper.

3 Context

3.1 The agricultural sector

Farm labour in South Africa has been shaped by the country’s long history of separate

development along racial lines (see Atkinson, 2007; Binswanger and Deininger, 1993; De-

vereux, 2020). Over three centuries, land ownership was consolidated by White farmers

2To generate the comparative statics below, we only require that F∗(��) > F∗(�!). We make the assumption

here regarding the minimum wage just to simplify the exposition in this paragraph.
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and taken away from Black farmers.3 During the 20
th
century, Black workers in the sector

were either restricted to impoverished ‘homelands’ or employed as low-paid labourers

or sharecroppers on heavily protected and subsidised White-owned commercial farms.

A system of pass laws concentrated black labour on these commercial farmers and en-

trenched what has been characterised as a ’quasi-feudal social order’ (Atkinson, 2007,

pg 15). Poor conditions for workers persisted even after the end of Apartheid in 1994;

right before theminimumwagewas introduced, an Employment Conditions Commission

found that there were high rates of food insecurity and poverty, widespread employment

of children and a high level of indebtedness to farm owners (Department of Labour, 2001;

Naidoo et al., 2007).

Shortly after the end of Apartheid, the government moved to deregulate and liberalise

the agriculture sector. Since then, a substantial share of smallholder farms in the com-

mercial sector have consolidated into larger farms, many of which are oriented towards

the export market. With the collective power of producers substantially reduced, they

have become price takers and are on the defensive to protect their waning profit margins

(Barrientos and Kritzinger, 2004; Visser and Ferrer, 2015).

Despite the agriculture sector’s relatively small contribution to GDP – it contributed

only 2.33-3.88% of annual GDP between 2001 and 2007 (World Bank, 2020) – and the

fact that industrialisation of the sector has resulted in a downward trend in agricultural

employment, the sector still employs a substantial number of mostly low-skilled workers.4

During our period of study, 2001-2007, just over one million people were employed in

the agricultural sector as their primary activity (accounting for approximately 6% of the

labour force), the vast majority of whom had not completed high school. However, the

sector also indirectly benefits or involves a wider group of people. According to the

2011 Census, in addition to workers who counted agriculture as their primary activity,

3’Black’ here refers to both African and so-called ‘Coloured’ people according to the Apartheid definition.

4During our period of study, 2001-2007, agricultural workers represented approximately 19% of the work-

force with fewer than ten years of education.
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an additional one million people were casually involved in agriculture at the time of the

census (Liebenberg and Johann, 2013). Furthermore, a large number of jobs are created in

industries with backward and forward linkages to the sector.

3.2 The 2003 agricultural minimum wage

The agricultural minimum wage was officially introduced in March 2003. Until this time

the agricultural sector had been barely unionised and reported the lowest wages of any

sector in the country (Department of Labour, 2001; Bhorat et al., 2014). In addition to

setting a legal wage floor, the new law also defined conditions of employment for the

agriculture sector that included maximum working hours and the establishment of a

written employment contract for employees. According to Sectoral Determination No. 75

of 1997, the law was to apply to ‘the employment of farmworkers in all farming activities

in South Africa’. The law was intentionally vague about what was entailed by ‘farming

activities’: the exact wording was: “Without limiting its meaning, ‘farming activities’

includes primary and secondary agriculture, mixed farming, horticulture, aqua farming

and the farming of animal products or field crops excluding the Forestry Sector.”

Importantly, theminimumwage set for the agriculture industry in South Africa resulted

in changes to low-skilled worker wages that are several times greater those brought about

by minimum wages in developed country contexts. The median district experienced a

43% increase in agricultural monthlywages for full-timeworkers after theminimumwage

was implemented.

A higher minimum wage was applicable in more urbanised local municipalities – clas-

sified as Area A municipalities – while a lower minimum wage applied to more rural

municipalities – classified as Area B municipalities. Labour market data prior to Septem-

ber 2003 (describedbelow)donot contain any information regarding the localmunicipality

of residence of participants; however it is possible to work out the district council (a larger

administrative unit) of residence from the unique identification numbers. Most district
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councils overlap with only Area A or Area B municipalities; where they overlap with

local municipalities of both categories, we assign a minimum wage level depending on

the relative proportions in terms of land area.

In 2003, over 80% of farm workers were earning less than the urban minimum, and

over 60% were earning less than the rural minimum (Bhorat et al., 2014). To support

implementation of the new legislation, labour inspectors were tasked with enforcement

activities, visiting farms, reviewing worker contracts and interviewing a sample of work-

ers. However, the fact that some farms were very remote made this task quite difficult.

Still, some regional studies have found evidence of a relatively high rate of compliance

in terms of granting of key rights (Conradie, 2003; Naidoo, 2019). This also accords with

the findings of Dinkelman and Ranchhod (2012), which find high rates of compliance to a

minimum wage for domestic workers in South Africa even when enforcement is weak.

The minimum wage law’s effect on wages can be seen in Figure 1, which shows kernel

density plots of (hourly) agricultural wages in each wave of the survey. The four dashed

density estimates are wages before the implementation of the minimum wage law; they

are relatively tightly bunched together, with overlap across the range of the distributions.

The other densities show that the wage distribution changed substantially upon imple-

mentation of the law. The average andmode increased, though not quite to the level of the

minimum wage (the dotted vertical line). Also noteworthy is that the wage distribution

for agricultural (wage) workers appears more compressed following the imposition of

the wage floor, which is consistent with some previous evidence on minimum wages in

developing countries (Gindling and Terrell, 1995; Lemos, 2009).
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3.3 Drought trends & impacts

Droughts are important for agricultural output in South Africa (Baudoin et al., 2017).5

While all areas of production are affected by droughts, field crop production is particularly

volatile due its greater share of dry-land production (BFAP, 2016). For example, maize,

the country’s staple crop, is rain-fed and limited water availability reduces maize output

by interrupting growth at several points in the growing season (Le Roux et al. (2009),

cited in Dinkelman (2017)). Since the 1960s, the frequency of extreme heat events has

accelerated in South Africa (Kruger and Sekele, 2013). Over the same period, interannual

rainfall variability has increased and droughts have becomemore intense andwidespread

in South Africa (Fauchereau et al., 2003).

4 Data and empirical strategy

4.1 Labour market data

The labour market data for this study come from 13 waves of the South African Labour

Force Survey (LFS) conducted between September 2001 and September 2007. These LFS

surveys are biannual rotating panel surveys, conducted in February/March and Septem-

ber each year and include detailed data onwork and unemployment experiences of 60,000

to 70,000 working-age individuals living in 30,000 households. In each wave, 20% of

households interviewed in the previous wave are rotated out of the survey entirely.6 The

chosen sample includes four waves prior to and including the legislation’s effective date

(March 2003) and nine afterwards. While there are three earlier waves of data going back

to March 2000, the baseline sample was redrawn for the September 2001 round and so we

5There is some anecdotal evidence that severe floodingmay affect agriculture in South Africa, but this seems

to be much less important than droughts (Dinkelman, 2017).

6There is a panel data component of the LFS survey, but this is not well maintained (and also not made

publicly available) and, following others, we choose not to use it because of serious concerns about the

representativeness and quality of the panel data set of workers (cf. Dinkelman and Ranchhod (2012) for a

longer discussion).
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Figure 1: Minimum wage and agricultural wages

5 6 7 8 9
Log monthly agricultural wages

Pre:  

LFS 01:02 LFS 02:01

LFS 02:02 LFS 03:01

Post:  

LFS 03:02 LFS 04:01

LFS 04:02 LFS 05:01

LFS 05:02 LFS 06:01

LFS 06:02 LFS 07:01

LFS 07:02

Notes: The four dashed lines are from survey waves prior to the implementation of the minimum wage. Lighter lines indicate later

waves, with LFS 03:02 referring to the very first wave following implementation of the new wage floor.



start the analysis with data from this round, following Dinkelman and Ranchhod (2012).

We treat all 13 waves as repeated cross sections over time.

The sample of workers includes all urban and rural employed and unemployed men

aged 18 to 64. We drop women from the analysis due to another minimum wage – in the

domestic sector – around the same time that predominantly affected women (Dinkelman

and Ranchhod, 2012). We identify agricultural workers in each wave of the LFS using the

the South African Standard Classification of Occupations (SASCO) codes, as well as the

three-digit International Standard Industrial Classification (ISIC) industry codes. The LFS

contains information on wages and hours worked, which allows us to construct data on

wages, total income, and hours. There is very little income information for self-employed

workers. In the analysis with these workers, we impute income in different ways, a topic

to which we return below in the results section.

The labour force surveys give geographic information only for provinces, of which there

are nine in the country. It is possible to work out magisterial districts (an administrative

layer) for the period September 2001 to January 2003 based on the unique identification

codes for respondents. However, for the period September 2003 to September 2007, the

unique identification codes give information only about local municipalities, which were

not defined in the earlier period. District councils were constant over the period of study

and both magisterial districts and local municipalities fit neatly into district councils.

These are therefore used as our geographic units of analysis is this paper.7

7While it is possible that some of the larger district councils could be seen as including more than one local

labour market, district councils have been used as the geographic unit of analysis in several well-published

papers (e.g. Bhorat et al., 2014) and it is even quite common for papers to use provincial units, which is

the highest administrative layer in the country (e.g. Magruder, 2010; Dinkelman and Ranchhod, 2012). For

this particular analysis, larger geographic units may be preferable since the effects of weather shocks may

not be captured at high resolutions because rainfall in a limited area may not have enough of an impact

on local labour market outcomes when there is smoothing across agricultural markets (Harari and Ferrara,

2018).
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4.1.1 Sample restrictions

We drop women from the analysis. A minimum wage law for domestic workers – 80 per-

cent of whomwere female in the early 2000s – was implemented in late 2022, whichwould

make it difficult to isolate the effects of the agricultural minimum wage law (Dinkelman

and Ranchhod, 2012). We also drop all of the major urban municipalities since we are

interested in the agricultural sector. Specifically, we drop the Category A municipalities

described above in all empirical analyses.

4.2 Baseline estimation

In order to identify the effects of the minimum wage increase, we create a new variable

that measures the difference between pre-law agricultural wages and the post-law official

minimum wage. While there is a time component to the law, there is also substantial

geographic diversity in the law’s “bite”; areas with wages further below the new floor face

larger effects from the wage change. This variable identifies the cross-sectional variation

in the wage gap between district councils in the pre-law period. Following Lee (1999)

and similarly to Dinkelman and Ranchhod (2012) and Bhorat et al. (2014), we define the

district-level wage gap as:

,� = ;>6[<8=(,3∗)] − ;>6[<4380=(, ′3)], (9)

where ;>6[<8=(,3∗)] is the new minimum wage and ;>6[<4380=(, ′
3
)] is the median

prevailing agricultural wage in a given district. With this wage-gap variable, we are able

to analyse the heterogeneous effects of the new law in combination with the temporal

component of the data. We allow for negative values in,�3, under the assumption that

the distance from the wage is still informative, even if the median wage is above the new

minimum wage.

Based on a review of the Department of Labour documentation on setting the agricul-
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tural minimumwage, it appears that the potential impact of the wage on employment had

minimal, if any, role in the policy decision. For example, in DoL (2001) it states that “...a

minimum wage cannot be opposed purely on grounds of its adverse effect on employ-

ment” (cited in Garbers et al., 2015). This gives credence to the assumption that the size of

the wage gaps used in this study are not correlated with trends in employment or wages.

Figure A1 in the appendix shows the distribution of this “wage gap” variable across the

country. Wages were highest in the Cape region (far southwest) and in areas closer to the

large cities (e.g. Pretoria/Johannesburg in the middle of the country and Durban to the

southeast).

We present summary statistics in Table A1 of the appendix. Since the wage gap variable

is continuous, it is difficult to define a treatment and a comparison group. To show

differences, we opt to divide the sample based on the median value of the wage gap

variable. While one might think areas with higher wages are less agricultural, that is

not the case, at least based on this sample. The higher wage areas have higher levels of

agricultural employment (9.3 percent of adults relative to 6.8 percent of adults in lower

wage areas), along with substantially higher agricultural wages. Part of this might be

due to the fact that we remove the urban municipalities from our sample; this means

that the “high-wage” areas are still relatively less urban than the highest wage areas in

the country. The distribution of rainfall shocks is relatively similar across areas, which

is expected given that they are calculated with respect to the area mean and standard

deviation.

We focus mostly on the agricultural sector in this paper. We first examine the effects of

the minimum wage law using the following specification:

H83C = 3 + �C + �%>BCC ×,�3 + -83C + �83C , (10)

where H83C is the outcome of interest for person 8 in district 3 in wave C, 3 is district
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fixed effects, �C is survey wave fixed effects, %>BCC is a dummy that takes the value of

one after implementation of the minimum wage law, -83C is a vector of individual-level

covariates: age, age squared, gender, (years of) education, education squared, and race.

The coefficient of interest is �, which is a type of differences-in-differences estimator,

similar in spirit to that used in Duflo (2001). Due to the fixed effects, both %>BCC and

,�3 drop out of the equation, leaving just the interaction term. Since the law took

effect simultaneously across the country, there are fewer concerns regarding possible

bias in two-way fixed effects models (Callaway and Sant’Anna, 2021; De Chaisemartin

and d’Haultfoeuille, 2020; Goodman-Bacon, 2021). Nonetheless, the key identification

assumption of parallel trends is still required. We present evidence in support of this

assumption in the Results section.

We are interested in several key outcomes: agricultural employment, hours worked in

agriculture, hourly wage in agriculture, and total monthly income in agriculture. We

analyse these outcomes with respect to different subsamples of the data. For example,

in some specifications, we include only individuals working in the agricultural sector, in

others we include all adults in the labour force, and in yet others we include all adults

whether in or out of the labour force.

Our primary goal in this paper is to examine how the minimum wage impacts labour

market flexibility in a developing country. One peculiarity of developing country labour

markets is how much they are affected by the weather, owing to a relatively large share of

workersworking in the rainfed agriculture sector. Several studies havedemonstratedwage

volatility in response to weather shocks (e.g. Jayachandran, 2006; Franklin and Labonne,

2019). A key question is how labour markets will adjust in response to shocks when there

is a wage floor in the form of a minimum wage. To answer this question, we define a

rainfall variable – A08=(ℎ>2: – that is meant to capture agricultural productivity. We

define this variable identically to Jayachandran (2006): it takes on the value of one if yearly

rainfall is above the 80th percentile of that district’s rainfall distribution, negative one if
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it is below the 20th percentile, and zero otherwise. We then estimate regressions of the

form:

H83C = 3 + �C + �1%>BCC ×,�3 + �2%>BCC ×,�3 × �(A08=(ℎ>2: == −1)+

�3%>BCC ×,�3 × �(A08=(ℎ>2: == 1) + �4,�3 × �(A08=(ℎ>2: == −1)+

�5,�3 × �(A08=(ℎ>2: == 1) + �6�(A08=(ℎ>2: == −1)+

�7�(A08=(ℎ>2: == 1) + -83C + �83C ,

(11)

where �() is the indicator function and other variables are defined as before. Again, %>BCC

and ,�3 drop out of estimation due to the fixed effects. Essentially, we compare the

effects of the minimum wage based on the wage gap variable and whether it was a good

agricultural year or not, relative to what it was before the minimum wage change.

In all regressions, we cluster standard errors at both the district level and the survey-year

level. This will help take into account intracluster correlations within districts as well as

country-wide correlations in the same year.

The model predicts that the minimumwage will have hetereogeneous impacts depend-

ing on the agricultural productivity shocks. In particular, the change in employment

should be correlated with the bite of the new minimum wage. This suggests that a nega-

tive productivity shock will have a more negative effect on equilibrium labour allocation

following the imposition of the minimum wage, relative to no shock, assuming that the

new minimum wage is binding in at least the former. On the other hand, a positive pro-

ductivity shockwill have amore positive effect on equilibrium labour allocation following

the imposition of the minimum wage, relative to no shock, if the minimum wage is more

binding in the latter.
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5 Results

5.1 Minimum wage effects

We begin by analysing the effects of the introduction of the minimum wage on different

agricultural employment variables. We present this first set of results in Table 1. The out-

come in column (1) is a simple dummy for whether a man is employed in the agricultural

sector or not. We restrict the sample to everyone in the labour force. Column (2), on the

other hand, expands the sample to include all adults (assuming anyone not in the labour

force is not employed in the agricultural sector). In both cases, we see no changes in the

overall probability of agricultural employment in response to the imposition of the new

minimumwage. Columns (3) and (4) look at effects on total hours in agriculture. Column

(3) restricts the sample to only those engaged in agricultural employment. Interestingly,

overall monthly agricultural hours go up in response to the minimum wage, not down.

When we expand the sample to all adults – not just those working – in Column 4, we find

no significant effects on hours worked. In fact, we can rule out an average reduction of

anything more than around 1.7 hours per month (based on confidence intervals).

Lastly, columns (5) and (6) look at average (log) hourly wages and total (log) monthly

income, respectively. The wage is only defined for those engaged in wage employment,

so the sample is restricted to this subsample in both columns. Perhaps unsurprisingly, we

see large increases in the average hourly wage in response to the new minimum wage.

The coefficient is not directly interpretable as the “effect” of the minimum wage since

the independent variable is not a dichotomous variable but rather a continuous variable

based on how far the district’s average agricultural wage was from the new minimum

wage. To put the coefficient in context, the interquartile range for the sample in column

(5) is approximately 0.45. Combining this with the coefficient shows that moving from

the 25th percentile to the 75th percentile leads to a wage increase of slightly more than 17

percent. Since the wage increased and hours went up slightly, we also see an increase in
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agricultural income for those who engage in agricultural wage employment.

Our results for income are in the same direction as those in Bhorat et al. (2014) but

whereas they find negative effects on employment on the extensive margin, we find no

significant effects. There are three possible explanations for the discrepancy. First, they

use all of the pre-minimumwage waves while we restrict the pre-change waves following

Dinkelman and Ranchhod (2012). However, Table A2 in the appendix shows that using

these waves does not recover their overall estimates. While the coefficients are now more

negative, they are still far from significant and much smaller in magnitude than those in

Bhorat et al. (2014). A second possible explanation for the differing results is the used

of fixed effects in the estimation; in their empirical strategy, Bhorat et al. (2014) do not

use district or year fixed effects, both of which we include in our regressions. However,

Table A3 in the appendix shows our results when we remove fixed effects. The overall

results are identical to our main results. A final possible reason is changes we made to

the matching of administrative units as well as to the matching of minimum wage levels

to district boundaries to improve the precision of assignment of minimum wage levels to

workers. This has an important effect: it changes the median wage used to calculate the

wage gap.

It is worth mentioning that we are not able to check what the effect of the law was on

non-cash benefits – including food and water, clothes, medical care, interest-free loans,

costs related to farm workers’ food gardens and livestock - given to labourers and their

families living on farms, which could add up to a substantial proportion of the cash wage

(Atkinson, 2007). It is possible that these in-kind transfers declined in the wake of the

law. There are anecdotal reports that the provision in the law that limited employers from

deducting any portion of farm workers’ pay for non-monetary compensation, with the

exception of a maximum of 10 percent for housing and 10 percent for food, generated

some discontent among employers (ibid.). A small-scale survey in 2003 found that after

the law came into effect, some farmers started deducting house rentals from their workers’
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wages or stopped sharing their crops (Atkinson, 2003).

5.2 Testing for parallel trends

Since the estimator is a differences-in-differences estimator, the assumption of parallel

trends is important for causal identification. In our case, we have data from before and

after theminimumwage change. While this does not allow us to explicitly test the parallel

trends assumption – an assumption that is inherently untestable – it does allow us to

present evidence from prior to the wage change that suggests the assumption is plausible.

Figure 2 presents average agricultural wages across the waves of the survey. The dashed

line shows the point in time at which the minimumwage changes. There are seven survey

waves from before the change and nine waves from after.8 There are two important

patterns to note. First, average wages were constant prior to the minimum wage change;

there was no noticeable upward trend of average wages. Second, there is a noticeable,

immediate increase in average agricultural wages immediately upon implementation of

the new minimum wage.

8We do not use the first three waves in our main results due to a change in the sampling structure (cf.

Dinkelman and Ranchhod, 2012). However, in the appendix we present robustness checks for our main

results using these waves.
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Figure 2: Average wages across waves
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Notes: The three triangles indicate the survey ways prior to the change in the sample design. We do not include these waves in our

main results, but do include them in the pre-trends tests.

Figure 2 provides prima facie evidence that the parallel trends assumption is valid.

However, it is not an exact graphical depiction of our identification strategy since we are

actually using variation in the district’s distance from the newminimumwage prior to its

implementation.

We present two sets of empirical results to provide credence to the parallel trends

assumptions. First, Table 2 presents the common test for pre-trends. We create a new

“post” variable that takes the value of one in the three waves just prior to implementation

of the new law and a zero for the waves prior to that. If trends prior to implementation

are driving our results, the coefficients in Table 2 should be similar to those in our main
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Table 3: Effects on agriculture over time

(1) (2) (3) (4)

First year Second year Third year Fourth year

Post times wage gap 0.355*** 0.305** 0.339*** 0.340***

(0.061) (0.096) (0.065) (0.055)
Age (10s) 0.439*** 0.479*** 0.465*** 0.451***

(0.059) (0.069) (0.057) (0.062)
Age (10s) squared −0.046*** −0.051*** −0.049*** −0.048***

(0.007) (0.008) (0.007) (0.007)
Education (years) −0.001 −0.011 −0.012 −0.013

(0.011) (0.009) (0.010) (0.010)
Education squared 0.003** 0.004*** 0.004*** 0.004***

(0.001) (0.001) (0.001) (0.001)
Observations 9,517 9,725 9,647 9,643

Notes: Standard errors are in parentheses and are clustered at the district council and the survey wave level. District-level and

survey-year-leave fixed effects are included in all specifications. Individual-level controls include age, age squared, education, and

education squared. Each year is composed of two separate survey waves.

* p<0.1 ** p<0.05 *** p<0.01

results. This is not the case for any of the significant main results.

The second set of empirical results looks at heterogeneity in the effects of the minimum

wage law over time. Since we have nine waves after the wage change, we can look at the

evolution of the effect over these different waves. Specifically, we look at the effects of the

new law on wages in each of the 4 years following the change. We present these results

in Table 3. The key pattern is that effects are relatively consistent across all four years.

This is especially true for wages, for which the coefficients vary from just 0.306 to 0.340.

In other words, if a failure of the parallel trends assumption is responsible for our results,

it must be the case that this failure was not apparent before the minimum wage law took

effect and that these differential trends did not persist at all following the initial change.

5.3 Agricultural shocks and binding minimum wages

When looking at the average effects of the minimum law change, there seem to be no

negative effects. However, labour market policies can also affect how the labour market
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responds to shocks. Indeveloping countries, for example, agricultural productivity shocks

– usually proxied by deviations of rainfall from historical averages – can have important

effects on employment andwages (Jayachandran, 2006). Wemight expectminimumwages

to have more bite during bad rainfall years, when there is downward pressure on wages.

In these cases, it is reasonable to expect larger disemployment effects of the minimum

wage (Neumark, 2019). In this section, we show how a new wage floor interacts with

these agricultural productivity shocks and how this can lead to important changes in

employment, which are not revealed in the average effects.

Table 4 presents the first set of results. We interact the differences-in-differences estima-

tor (%>BCC ×,�3) with an indicator for whether rainfall in the year was bad, normal, or

good. Normal is the omitted category, so the interpretation of %>BCC ×,�3 in Table 4 is

the change due to the minimumwage increase during normal rainfall years, when rainfall

is between the 20th and 80th percentile in a given district’s historical rainfall distribution.

During normal years, there is an increase in hours worked for those in agricultural wage

employment, but no significant increase when we expand the sample to include everyone

in the labour force or all adults (columns (4) and (5), respectively). We also see an increase

in wages, consistent with the main results in Table 1.9

Westart to see important differenceswhenwe look at effects during negative agricultural

shocks. There are large negative effects on employment on men in the labour force.

Importantly, these effects persist when we expand the sample to include all adult men.

In other words, there is a significant decrease in hours devoted to agricultural wage

employment during poor rainfall years for all adults, not just for those who are employed.

Moreover, the linear combination of the first two rows is significantly negative for all three

specifications with hours.

During good years, we see opposite effects, with a large increase in hours spent in

9Table A5 in the appendix shows the effects of shocks prior to the minimumwage change; we do not see the

same patterns and heterogeneity that we see following the law change.
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agricultural wage employment. The effect is quite substantial relative to mean hours

worked. In the sample in column (5), the overall mean is slightly less than 20 hours.

Going from the 25th to the 75th percentile of the wage exposure variable leads to a

decrease in hours worked of around 4.6 hours, or approximately 23 percent relative to

the mean. For positive shocks, on the other hand, the increase is almost 60 percent of the

overall mean across waves.

These effects on both the intensive and extensive margins are in opposite directions for

negative and positive effects across the first five columns. Additionally, these coefficients

are significantly different from one another in all columns except column three. We do

not see any effects on wages – though we lack precision – but we see large effects on

employment, indicating changes in how the labour market responds to rainfall shocks

after the imposition of the minimum wage.

Treatment happens everywhere at the same time, which lessens concerns related to

some of the recent literature on two-way fixed effects and bias (Callaway and Sant’Anna,

2021; De Chaisemartin and d’Haultfoeuille, 2020; Goodman-Bacon, 2021). Nonetheless,

one way to check robustness to possible issues is to remove fixed effects entirely. Table A7

in the appendix presents these results. Conclusions are identical to the main results

presented here.

A final set of results on heterogeneity is in Table A8 of the appendix. We split the sample

based on education, defining a “low education” variable if someone has six or fewer years

of education. This is around the end of the “intermediate” phase of education in South

Africa and this variable equals one for around 31 percent of our sample. The results

include all adults – since education might also affect the probability of being in the labour

force – and show that the effects are larger in magnitude for those with lower levels of

education; in other words, the cyclicality of employment and hours increased more for

those with lower levels of education than those with higher levels of education. This is

true despite the fact that changes in normal years were relatively similar across the two
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groups. These results also indicate that differences in education across districts are not

the cause of labour market changes.

TableA6 in the appendix shows thatwages varywith agricultural shocks in the expected

directions prior to the minimum wage law. The coefficients are consistent with wages

decreasing more in places with a larger wage gap during negative shocks (relative to

normal years) and increasing during positive shocks, but we lack power to say much due

to the shorter time period. Employment, on the other hand, does not vary with rainfall

shocks, again indicating a change in how the labour market adjusts when wages are not

able to move. Overall, these results also suggest that districts with very different wage

gaps prior to the minimumwage change do not have a higher latent sensitivity to shocks,

at least not in such a way that it would lead to the main results we present here.

Finally, it could also be that people are sorting into different sectors in response to agri-

cultural productivity shocks. If people lose employment in agriculture but turn around

and gain employment in non-agricultural sectors, the overall effects of theminimumwage

could bemuted. We focus just on total hoursworked and overall employment. We present

these results in Table 5. Columns (1) and (2) include overall employment while columns

(3) and (4) include total (monthly) hours of employment, with the sample restricted to

those in the labour force in the first column of each pair.

We do not see differences on either the intensive or extensive margins when looking

only at men in the labour force, but we see large differences in outcomes when looking at

all male adults. Following the minimum wage, total employment in all sectors decreases

more following negative rainfall shocks and increases more following positive rainfall

shocks. Moreover, these differences are significant. We see the exact same pattern with

hours worked, which leads us to the same conclusion regarding changes in labour market

adjustment.
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Table 5: Effects on total employment and hours

Employment Hours

(1) (2) (3) (4)

In LF All adults In LF All adults

Post times wage gap −0.028 −0.022 6.145 −0.231

(0.020) (0.046) (8.813) (9.557)
Post times wage gap 0.049 −0.065 −7.256 −14.396

times negative shock (0.054) (0.062) (12.058) (12.223)
Post times wage gap −0.033 0.091** 9.171 14.213**

times positive shock (0.043) (0.039) (10.782) (5.759)
F-test (linear combination)
Negative 0.716 0.031 0.920 0.033

Positive 0.196 0.035 0.054 0.051

Negative=Positive 0.299 0.003 0.256 0.014

Observations 155.780 247.657 155.813 247.657

Notes: Standard errors are in parentheses and are clustered at the district council and the survey wave level. District-level and

survey-year-leave fixed effects are included in all specifications. Individual-level controls include age, age squared, education, and

education squared. Columns (1) and (3) include only individuals in the labour force. Columns (2) and (4) include all adults. A

negative shock is defined as rainfall below the 20th percentile of the historical distribution for a given district, while a positive

shock is defined as rainfall above the 80th percentile.

* p<0.1 ** p<0.05 *** p<0.01

6 Conclusion

In this paper, we analyse the effects of a newminimumwage law in the agricultural sector

in South Africa. We find that the law led to large wage increases and even an increase in

hoursworked for some subsets of the population engaged in agriculture. Total agricultural

income likewise increased in response to the new law. Overall, the initial results of the

law paint an optimistic picture of the welfare effects of the minimumwage in this context,

with marginal increases in employment and large increases in wages and income.

However, we document important heterogeneity in the effects of the minimum wage

based on the state of agricultural productivity. While we see increases in wages and

employment during normal years, we see reductions in total employment during poor

rainfall years, with positive agricultural productivity shocks seeing the opposite effects.

In effect, while the minimum wage increased the mean, it also increased the variance.
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Importantly, workers do not seem to be able to reallocate to the non-agricultural sector

during these negative shocks.

Our results suggest caution in interpreting the effects ofminimumwage interventions on

mean labour market outcomes alone when transitory shocks mean minimum wages may

bemore or less binding across time. Thismay be particularly true in developing countries,

where large-scale employment shocks are rather common and where households may

have limited liquidity, making it difficult for them to smooth consumption over time. We

encourage future research to continue focusing on the effects of restrictive labour market

policies on higher moments of the employment and wage distribution.
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Appendix

Figure A1: Pre-law wage gaps across district councils
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Minimum wage minus
median pre−law
agricultural wage

Notes: The three points are the three largest cities in South Africa: Johannesburg to the north – very close to the administrative

capital, Pretoria, which is not shown on the map – Cape Town to the southwest, and Durban to the southeast. The wage gap is

defined as the difference between the mandated minimumwage (log ZAR) and the median pre-lawwage (log ZAR) in each district

council, such that higher values indicate areas with lower wages.



Table A1: Summary statistics

Low-wage areas High-wage areas

(1) (2)

mean mean

(sd) (sd)

Ag worker (in LF only) 0.127 0.160

(0.333) (0.366)
Ag worker (all adults) 0.068 0.093

(0.251) (0.290)
Ag hours (in LF only) 183.625 193.477

(86.946) (71.923)
Ag hours (all adults) 11.538 17.150

(49.604) (59.013)
Ag wage (working only) 1.622 1.986

(0.730) (0.660)
Age 3.492 3.508

(1.294) (1.288)
Education (years) 7.847 8.013

(3.951) (3.951)
Low rainfall year 0.234 0.218

(0.423) (0.413)
High rainfall year 0.213 0.230

(0.410) (0.421)
Observations 313,569 325,962

Notes: “Low-wage” areas are defined as areas with a wage gap higher than the median value in our sample. The

“in LF” variables are defined only for adults who are in the labour force, while the “all adults” variables include all

adults, regardless of labour force status.

* p<0.1 ** p<0.05 *** p<0.01
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Table A4: Effects of the minimum wage on full-time agricultural employment

(1) (2)

All adults Workingonly

Post times wage gap 0.005 0.072**

(0.005) (0.027)
Age (10s) 0.009** 0.176***

(0.003) (0.034)
Age (10s) squared −0.002*** −0.023***

(0.000) (0.004)
Education (years) 0.001*** −0.002

(0.000) (0.002)
Education squared 0.000 0.000**

(0.000) (0.000)
Observations 247,657 28,818

Notes: Standard errors are in parentheses and are clustered at the district council and

the survey wave level. District-level and survey-year-leave fixed effects are included in all

specifications. Individual-level controls include age, age squared, education, and education

squared. Column (1) includes all adults. Column (2) includes only individuals in the

agricultural sector.

* p<0.1 ** p<0.05 *** p<0.01
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Table A6: Effects of rainfall shocks on employment outcomes, pre-minimum wage

(1) (2)

Employment Wage

Negative shock times wage gap −0.025 −0.125

(0.040) (0.165)
Positive shock times wage gap −0.027 0.171

(0.022) (0.104)
F-test
Negative = positive 0.933 0.159

Observations 73,737 10,202

Notes: Standard errors are in parentheses and are clustered at the district council and the survey wave

level. District-level and survey-year-leave fixed effects are included in all specifications. Individual-level

controls include age, age squared, education, and education squared. The sample is restricted to waves

before the implementation of the minimum wage. The dependent variable in both columns is hourly

(agricultural) wage.

* p<0.1 ** p<0.05 *** p<0.01
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Table A8: Effects of rainfall shocks by education

Low education High education

(1) (2) (3) (4)

Emp. Hours Emp. Hours

Post times wage gap 0.036 9.369 0.010 6.171

(0.036) (8.553) (0.021) (4.218)
Post times wage gap times negative shock −0.089* −23.771* −0.027 −11.351*

(0.047) (11.033) (0.031) (5.511)
Post times wage gap times positive shock 0.116* 24.379** 0.062*** 11.250***

(0.053) (8.703) (0.014) (2.955)
Linear combinations (p-value)
Negative 0.159 0.133 0.385 0.137

Positive 0.005 0.000 0.001 0.002

Negative=Positive 0.003 0.001 0.002 0.004

Observations 73,353 73,353 174,304 174,304

Notes: Standard errors are in parentheses and are clustered at the district council and the survey wave level. No fixed effects are

included in the regressions. Individual-level controls include age, age squared, education, and education squared. Low education

is defined as having six or fewer years of education; this group comprises around 31 percent of our sample. Columns (1) and

(4) include only individuals in the labour force. Columns (2) and (5) include all adults. Column (3) includes only adults in the

agricultural sector. Column (6) includes only adults in the agricultural wage sector. A negative shock is defined as rainfall below

the 20th percentile of the historical distribution for a given district, while a positive shock is defined as rainfall above the 80th

percentile.

* p<0.1 ** p<0.05 *** p<0.01
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